Blatant Dehumanization in the Mind’s Eye: Prevalent Even Among Those Who Explicitly Reject It?

Christopher D. Petsko
Northwestern University

Ryan F. Lei
Haverford College

Jonas R. Kunst
University of Oslo

Emile Bruneau
University of Pennsylvania and Beyond Conflict Innovation Lab, Boston, Massachusetts

Nour Kteily
Northwestern University

Research suggests that some people, particularly those on the political right, tend to blatantly dehumanize low-status groups. However, these findings have largely relied on self-report measures, which are notoriously subject to social desirability concerns. To better understand just how widely blatant forms of intergroup dehumanization might extend, the present article leverages an unobtrusive, data-driven perceptual task to examine how U.S. respondents mentally represent “Americans” versus “Arabs” (a low-status group in the United States that is often explicitly targeted with blatant dehumanization). Data from 2 reverse-correlation experiments (original N = 108; preregistered replication N = 336) and 7 rating studies (N = 2,301) suggest that U.S. respondents’ mental representations of Arabs are significantly more dehumanizing than their representations of Americans. Furthermore, analyses indicate that this phenomenon is not reducible to a general tendency for our sample to mentally represent Arabs more negatively than Americans. Finally, these findings reveal that blatantly dehumanizing representations of Arabs can be just as prevalent among individuals exhibiting low levels of explicit dehumanization (e.g., liberals) as among individuals exhibiting high levels of explicit dehumanization (e.g., conservatives)—a phenomenon into which exploratory analyses suggest liberals may have only limited awareness. Taken together, these results suggest that blatant dehumanization may be more widespread than previously recognized and that it can persist even in the minds of those who explicitly reject it.
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Neau, Waytz, & Cotterill, 2015) and for their tendency to underestimate these groups’ mental and emotional capacities (i.e., subtler forms of dehumanization; e.g., Leyens et al., 2000; Waytz, Gray, Epley, & Wegner, 2010). Put simply, the existing evidence suggests that blatant dehumanization is pervasive, that it is consequential for those it targets, and that it is nonreducible to ‘mere’ prejudice or subtler forms of dehumanization (Bruneau, Jacoby, Kteily, & Saxe, 2018).

Still, the existing research on blatant dehumanization provides only a limited understanding of its internal workings (but see Goff, Eberhardt, Williams, & Jackson, 2008, who focus specifically on the automatic association between “Black” and “ape”). When participants think about a blatantly dehumanized group—like Arabs, in the U.S. context—what do they imagine in their mind’s eye? And how does this relate to any dehumanization that they outwardly express or, perhaps, withhold? Given the importance of dehumanization to real-world social issues and intergroup conflict (Kteily & Bruneau, 2017a; Bruneau, Kteily, & Laustsen, 2018; Goff et al., 2008; Goff, Jackson, Di Leone, Cullotta, & DiTommaso, 2014; Viki, Osgood, & Phillips, 2013), better understanding how dehumanization manifests in the mind is of key practical interest. And from a theoretical perspective, understanding how people who self-report no blatant dehumanization of a target group mentally conceive of that group is particularly important. Do their mental representations match the full humanness that they explicitly attribute to these groups, or do they harbor recognizably dehumanizing representations of these groups despite outwardly rejecting any denial of their humanity?1

To investigate these questions, we leveraged a novel, unobtrusive methodology—the reverse-correlation technique (Dotsch & Todorov, 2012; Mangini & Biederman, 2004)—to create composite images that index perceivers’ mental representations of Arabs, a low-status group that is often the target of explicit dehumanization in the United States. In this task, perceivers are instructed to view pairs of black-and-white facial images that are overlaid with random visual noise. Their task is to select the face in each pair that looks most similar to a given target group (e.g., Arabs). Perceivers do this across hundreds of trials, allowing researchers to create aggregated composite images of the faces that perceivers chose during the task. Aggregating perceivers’ choices into composite images causes random visual noise across the facial images to cancel itself out; more importantly, it causes nonrandom features of their selections to become accentuated. This process results in composite images that reflect, in principle, how perceivers mentally represent the target group(s) in question. Once created, these composite images can then be rated by naïve participants on any dimension of interest. Here, we use the reverse correlation task to examine whether targets belonging to a low-status group (i.e., Arabs) are indeed mentally represented in ways that are seen by naïve raters as blatantly dehumanizing.

Of note, a handful of existing studies have used reverse correlation to provide evidence for this kind of dehumanization—specifically, for dehumanization that can be visibly detected from the way a group of people is mentally represented (Brown-Iannuzzi, Dotsch, Cooley, & Payne, 2017; Kunst, Kteily, & Thomson, 2018). However, these studies did not disentangle dehumanization in the mind’s eye from its confounding variables, like the fact that outgroup members (vs. ingroup members) tend to be mentally represented with features that are altogether more negative-looking (Ratner, Dotsch, Wigboldus, van Knippenberg, & Amodio, 2014). In the present analyses, we estimate how dehumanizing representations of Arabs are while controlling for the extent to which Arabs are represented with negative-looking features. In addition, the analyses in this article control for whether raters themselves are explicitly biased against Arabs (that is, whether people who rate the mental representations are themselves prejudiced against or blatantly dehumanizing of Arab individuals). This latter control is added to help ensure that any dehumanization that is detected from mental representations is in fact due to characteristics of the mental representations themselves—rather than to, for example, raters perceiving ‘Arab’ composite images as Arab-looking and projecting their own anti-Arab prejudices onto those images.

After providing estimates of how much mentally represented dehumanization, if any, remains after partialing out these confounds, we turn to the question of whether dehumanization in the mind’s eye varies across levels of explicit (i.e., self-reported) dehumanization. Past research has shown that explicitly expressed attitudes and beliefs about a group can indeed correlate with how that group is mentally represented. For example, the tendency to represent low-status people as looking stereotypically Black is attenuated among those who are lower (vs. higher) in prejudice against the poor (Lei & Bodenhausen, 2017). Similarly, the tendency to represent feminists as masculine-looking is attenuated among those who are lower (vs. higher) in hostile sexism (Gundersen & Kunst, 2019). This suggests that dehumanization in one’s mental representations may be attenuated among those who self-report lower levels of blatant dehumanization (although no existing research has examined this possibility). Still, even if it is lower, the extent matters. That is, it would have very different implications for the prevalence of blatantly dehumanizing perceptions if those who self-report low blatant dehumanization have humanizing mental representations that look vastly different from those who self-report high blatant dehumanization versus dehumanizing mental representations that are difficult to distinguish from those of high explicit dehumanizers.

After considering the overlap between self-reported dehumanization and dehumanization in one’s mental representations, we consider how mental representations of Arabs might vary across the political spectrum. Specifically, we compare how dehumanizing the mental representations of Arabs are among political conservatives and political liberals (who are less likely than conservatives to express blatant dehumanization of low-status groups on self-report measures; e.g., Kteily et al., 2015). Past research examining affective prejudice suggests that although liberals harbor less prejudice than conservatives on both the implicit and explicit prejudice for the prevalence of blatantly dehumanizing perceptions if those who self-report low blatant dehumanization have humanizing mental representations that look vastly different from those who self-report high blatant dehumanization versus dehumanizing mental representations that are difficult to distinguish from those of high explicit dehumanizers.

1 We note that we focus in this article specifically on blatant dehumanization (i.e., representations of a group that are directly interpretable as reflecting a perceived lack of full humanity, such as linking a group with nonhuman metaphors or clearly animalistic traits such as “savage”). Other research has focused on more subtle forms of dehumanization, in which dehumanization can be indirectly inferred from perceivers withholding some capacity associated with humanity (e.g., the capacity to fully experience complex emotions or human-related traits) from a target. We note that some of the work on more subtle forms of dehumanization has considered how it might manifest similarly or differently at each of the explicit and implicit levels (e.g., Loughnan & Haslam, 2007; Loughnan, Haslam, & Kashima, 2009; Saminaden, Loughnan, & Haslam, 2010), albeit not using the reverse-correlation technique.
levels, the gap is smaller at the implicit level (Nosek, Banaji, & Jost, 2009). If liberals’ prejudice against derogated groups can be higher when measured using unobtrusive (vs. self-report) measures, the same may be true of liberals’ dehumanizing representations of derogated groups. Finally, we conclude with an exploratory investigation of the degree to which individuals have insight into whether their own mental representations are dehumanizing.

**Overview**

Throughout this article, people who participated in the reverse-correlation task (and whose choices were used to generate the composite images) are referred to as *image generators*. People who rated composite images (e.g., on how dehumanizing they appear) are referred to as *image raters*. This article presents data from two independent samples of generators: (1) a convenience sample acquired from Amazon Mechanical Turk (MTurk), and (2) a Qualtrics (Provo, UT) research panel sample that was designed to approximate the demographic features of the U.S. population in terms of age, gender, race, socioeconomic status, geographic location, and political group membership. Images from the MTurk sample were rated and analyzed first. We then replicated our findings in the much larger and more representative Qualtrics sample (the analyses for which were preregistered). Because the methods used to generate (and rate) composite images were almost identical across the two samples, we report the methods and procedures for these two samples simultaneously. This article reports all exclusions and conditions.

**Image Generation and Image Rating Methods**

In the image generation studies, generators from MTurk and Qualtrics samples, respectively, completed a reverse-correlation procedure in which they were randomly assigned to select either which images looked more (1) “Arab” or (2) “American.” In the image rating studies, convenience samples of online participants rated the composite images that resulted from generators’ selections.

**Image Generation Studies**

*Participants.* Image generators from the MTurk sample (N = 108) were recruited through TurkPrime.com (Litman, Robinson, & Abberbock, 2017), and were selected on the basis of political lean (52.8% scored at a ≤3 on a scale ranging from 0 = *extremely liberal* to 10 = *extremely conservative*; 47.2% scored at ≥7). Image generators from the Qualtrics sample (N = 336) were selected to approximate the distribution of the U.S. population on age, gender, race/ethnicity, education level, income level, geographic location, and political group membership.3 The MTurk sample had 77 White, 10 Asian, seven Black, five Latinx, one Pacific Islander, and eight race-non-specified participants; 54 male, 46 female, and eight gender-nonspecified participants; and it had ages that ranged from 21 to 72 (M = 37.31, SD = 11.34). The Qualtrics sample had 208 White, 42 Black, 17 Asian, 60 Latinx, seven other-identified participants; it had 192 female and 144 male participants; and it had ages ranging from 18 to 95 (M = 47.32, SD = 16.68). None of the image generators in either sample identified as Arab.

*Procedure.* Generators in both samples completed a reverse-correlation task in which they viewed 300 pairs of blurry, black-and-white facial images. Their task was to select the face in each pair that looked most typical of the target group. In every pair of faces, one image was created by adding random visual noise to a base image, and the other was created by adding the inverse of that noise to the same base image (see Figure 1). The base image was an averaged, neutrally expressive male face (taken from the AKDEF database; see Lundqvist & Litton, 1998). The creation of noise-imbedded face pairs from this base image was conducted using the rcicr package in R (Dotsch, 2016). By random assignment, generators either answered the question “Who looks more American?” in every pair, or the question “Who looks more Arab?” in every pair. The ordering of face pairs was randomized for each generator.

Generators in both samples then completed three measures of left versus right wing political leanings: a one-item measure of political ideology (an 11-point scale anchored at 0 = *extremely liberal* and 10 = *extremely conservative*; Kroh, 2007); a measure of social dominance orientation (SDO; αs = .89–.96; sample item: “Some groups of people are simply inferior to other groups”; Ho et al., 2015); and a measure of right-wing authoritarianism (RWA). The MTurk sample completed a 20-item version of the RWA measure (α = .97; sample item: “Young people sometimes get rebellious ideas, but as they grow up they ought to get over them and settle down”); Altemeyer, 2006); the Qualtrics sample completed a recently validated six-item short version of the RWA scale (α = .68; Bizumic & Duckitt, 2018). Finally, generators completed two self-report measures of blatant dehumanization, summarized in the following text.4

**Trait dehumanization.** Generators indicated the extent to which they thought Arabs and Americans could be characterized by 11 blatantly dehumanizing traits (e.g., “lacking self-restraint, like animals”; “savage, aggressive”; adapted from Bastian, Denson, & Haslam, 2013) on a scale ranging from 1 (not at all) to 7 (very much). We computed average ratings for each target group (Arabs: αs = .91–.96; Americans: αs = .88–.91). Trait dehumanization was indexed by the extent to which generators used these traits to characterize Arabs more than Americans. On average, generators in both samples exhibited significant levels of blatant dehumanization on this measure (MTurk: Mdiff = 1.23, β = 0.78, p < .001; Qualtrics sample: Mdiff = 0.50, β = 0.39, p < .001).5

**Ascent dehumanization.** Generators also indicated how evolved they regarded Americans and Arabs (among several distractor groups) to be by rating these groups along a continuum beneath the “Ascent of (hu)man” diagram (see Keiley et al., 2015).6

---

2 We do not mean to suggest (or reify) the idea that “Arab” and “American” are mutually exclusive groupings. Rather, we focus our analysis on “Arabs” vs. “Americans” because people in the United States reliably characterize these two groups as seeming differentially humanized on self-report measures (see, e.g., Keiley et al., 2015).

3 Of note, we had originally targeted 400 participants, but Qualtrics exhausted their participant pool while trying to accommodate our sampling requests (given the quotas we targeted to ensure relative representativeness), and we were therefore only able to collect data from a total of 336 participants.

4 Generators in the Qualtrics sample also completed several exploratory measures (e.g., how much personal contact they report having with Arabs). We discuss some of these exploratory measures in a later section of the article, but see OSF for greater detail on what we included and found.

5 Standardized effect sizes (βs) for experimental designs were always computed by regressing standardized outcomes onto orthogonal condition contrasts (which summed to zero and always had a range of one). Under this analytic strategy, βs from experimental studies can be interpreted similarly to Cohen’s ds.
Generators placed each target group on a sliding scale that was anchored at 0 (corresponding to the least-evolved scale value) and 100 (the most-evolved scale value). Ascent dehumanization was indexed by the extent to which generators regarded Arabs as “less evolved” than Americans. On average, generators in both samples exhibited significant levels of blatant dehumanization on this measure (MTurk sample: \( M_{\text{diff}} = 20.97, \beta = 0.76, p < .001 \); Qualtrics sample: \( M_{\text{diff}} = 13.41, \beta = 0.51, p < .001 \).

### Image Rating Studies

From the generators’ data, we created two classes of images—representing two classes of mental representations—for raters to evaluate in the image rating studies. In some rating studies, raters evaluated individual-level composite images; in others, raters evaluated group-level composite images. By individual-level composite images, we refer to images that represent the mental representations of individual generators. By group-level composite images, we refer to images that represent the averaged mental representation of a group of generators (e.g., all generators in the Arab condition; or the group of generators in the Arab condition who were above the median on SDO). Individual-level composite images were always rated by samples of approximately 30 people per image; group composite images were always rated by samples of approximately 100 people per image. Sample sizes for rating studies were determined a priori; implications for statistical power will be discussed below for each analysis, as different rating studies had different experimental designs (see Table S1 in the online supplemental material for a description of all rating studies, including per-study sample sizes and experimental designs).

Of note, creating group-level mental representations at varying levels of a moderator can, at least in some contexts, be statistically problematic—for example, because it can require researchers to conduct median splits on their data (e.g., McClelland, Lynch, Irwin, Spiller, & Fitzsimons, 2015). Nevertheless, we do so here for several reasons. First, group-level composite images collapse across individual images that contain idiosyncratic visual noise patterns (Dotsch & Todorov, 2012). Insofar as visual noise is reduced through the process of aggregation, consensual properties of how a target group is represented can become more clearly accentuated by group composite images than by individual composite images. This is to say that group-level composite images can capture information that is quite literally easier “see” than that captured by more fine-grained individual composite images. Second, the creation of group-level composite images and individual-level composite images enables us to examine whether our results hold up to a variety of analytic approaches—for example, to categorical and continuous tests of statistical moderation. Third, the creation of group-level composite images at varying levels of a moderating factor is normative in reverse correlation research (e.g., Gundersen & Kunst, 2019; Lei & Bodenhausen, 2017), thus making our analytic approach and findings comparable to those of other research teams.

**Participants.** A total of 2,403 MTurk raters were recruited to participate in one of seven image rating studies. Of these, we eliminated 102 (4.2%) from our final analyses because they did not reply “yes” to the question, “Did you take this survey seriously?”.

Our final sample of 2,301 raters had 1,686 White, 230 Black, 187 Asian, 124 Latinx, 21 Native American, 50 other, and three race-nonspecified participants; 1,210 men, 1,071 women, 11 other, and nine gender-non-specified participants; and it had ages ranging from 18 to 79 (\( M = 35.93, SD = 10.98 \)).

**Procedure.** Regardless of the study in which raters were enrolled, raters were told that the research team was “interested in how people evaluate different kinds of images that vary in their clarity.” And that they had “been assigned to evaluate faces that are moderately blurry.” Participants who were in group-level image rating studies always saw four photos in a within-person experimental design. Participants who were in an individual-level image rating study always saw an even number of individual composite images of Arabs and Americans, respectively, drawn randomly from the total pool of individual composite images from either the MTurk sample of generators or the Qualtrics sample of generators (see Table S1 in the online supplemental material for more detail). Analytic strategies for rating studies will be discussed as they become relevant to our research questions.

**Dependent variables.** Regardless of study, raters indicated the extent to which the people represented in the images looked dehumanized on the same two measures as described previously: the 11-item trait dehumanization measure (\( \alpha_s = .87–.94 \)) and the ascent dehumanization measure. Throughout this article, we collapse these two dependent measures by \( z \) standardizing each of them and then averaging them into a single index of how dehumanizing the people represented in the composite images appear (see Kteily & Bruneau, 2017a, for a similar analytic approach).

**Covariates.** Regardless of study, raters then indicated the extent to which they felt warm/favorable toward the people represented in each of their assigned images (anchored at 0 = *very cold* and 100 = *very warm*). This enabled us to estimate how dehumanizing mental representations of Arabs (vs. Americans) appear while covarying out the extent to which generators represent Arabs more negatively than Americans. In addition, most rating studies (exceptions will be noted, where applicable) included two additional covariates: (1) the extent to which raters...

---

*The rating study described in Row 2 of Table S1 in the online supplemental material also excluded all participants who did not complete a second wave of data collection, which is where that particular rating study collected its covariates. These exclusions were pre-registered on OSF and they do not change any of this article’s conclusions.*

*The standardized relation between these two rating measures spanned from \( \beta = .46–.62 \), depending on the rating study (all \( ps < .001 \)). Although we did not pre-register our intention to collapse these measures into a single index of dehumanization, we do so here for the sake of efficiency; we arrive at the same conclusions if we treat these measures separately.*
DEHUMANIZED REPRESENTATIONS

Do Americans, on Average, Mentally Represent Arabs in Dehumanizing Ways?

We first examined whether American generators, on average, mentally represent Arabs with blatantly dehumanizing features. In addition, we wanted to ensure that any mentally represented dehumanization of Arabs would not be reducible to (1) a tendency for generators to mentally represent the outgroup less favorably than the ingroup or (2) a tendency for raters to project their own dehumanizing views of Arabs onto the images they were rating. Determining the average degree to which Americans’ mental representations of Arabs are dehumanized is useful insofar as it identifies a baseline for later examining whether—and if so, how much—the magnitude of mentally represented dehumanization varies across levels of generators’ explicitly held beliefs (e.g., their explicit dehumanization of Arabs, or their levels of political conservatism).

Results From Group Image Rating Studies

We extracted overall group composite images of “Arabs” and “Americans” from each of the MTurk and Qualtrics samples for raters to evaluate. These images reflect generators’ averaged mental representations of Arabs and Americans, respectively (see Figure 2). All four of these representations were then rated, in a single rating study, by 105 MTurk raters in a randomized order. We predicted (1) that representations of Arabs would be rated as more dehumanizing than representations of Americans and (2) that this effect would hold when controlling for generators’ tendency to represent Arabs more negatively than Americans, as well as for raters’ own anti-Arab biases (that is, their prejudice against and dehumanization of Arabs). To examine these predictions, we created a multilevel model in which we regressed ratings of how dehumanizing the representations appeared onto within-person contrasts that corresponded to our 2 (target: Arab, American) × 2 (image source: MTurk sample, Qualtrics sample) factorial design. This model included random intercepts for each rater, which adjusted for the fact that the full-factorial design was nested within person. This model is conceptually analogous to running a 2 × 2 repeated-measures analysis of variance. Under this analytic strategy, we had 80% power to detect main effects as small as β = 0.20, and interactions as small as β = 0.26. These and all subsequent power estimates were derived by running Monte Carlo simulations on our models (which we did using the simr package: Green & MacLeod, 2016; see also Bolger, Stadler, & Laurenceau, 2012).

Confirming hypotheses, this analysis yielded a main effect of target, such that representations of Arabs were rated as substantially more dehumanizing than representations of Americans (β = 1.24, 95% CI [1.14, 1.34]), F(1, 313) = 543.22, p < .001. Of note, the Arab representations (M = 28.97, SE = 1.61) were also rated as looking less favorable (i.e., warm) than representations of Americans (M = 68.34, SE = 1.61; M_diff = −39.47, β = −1.40, 95% CI [−1.51, −1.28]), F(1, 307) = 535.55, p < .001. Importantly, however, dehumanization of Arabs held when controlling for ratings of how unfavorable the mental representations of Arabs (vs. Americans) appeared, as well as when controlling for raters’ own anti-Arab biases (i.e., their prejudice against and blatant dehumanization of Arabs), though it did attenuate (β = 0.46, 95% CI [0.33, 0.59]), F(1, 362) = 46.47, p < .001. This suggests that the dehumanization documented here is attributable to the views of generators rather than to the views of raters. Figure 3 presents the total dehumanization effect on the left (with no covariates added to the model); on the right, this same effect is presented while covarying out how favorable Arabs (vs. Americans) were mentally represented as well as while controlling for raters’ anti-Arab biases.

Interestingly, this 2 (target: Arab, American) × 2 (sample: MTurk, Qualtrics) analysis did not yield a main effect of sample (i.e., MTurk vs. Qualtrics: β = −0.01, p = .80) or a Target × Sample interaction (β = 0.10, p = .37). This suggests that the MTurk and Qualtrics samples generated mental representations that were not distinguishable from the perspective of the people who rated them (at least not to a degree that we could reliably detect).

Results From Individual Image Rating Studies

We next analyzed ratings of generators’ individual-level composite images. These individual composite images reflect the way that individual generators mentally represented Arabs versus Americans. To analyze ratings of these representations, we con-
constructed two multilevel models—one for each of two rating studies (see Table S1 in the online supplemental material). Whereas generators were randomly assigned to call to mind either Arabs or Americans during the reverse-correlation task, raters evaluated even numbers mental representations from both conditions. In the multilevel models we constructed, ratings of how dehumanized the mental representations appeared were regressed onto a within-person contrast representing whether each representation was of an “American” or an “Arab” (American = −.50, Arab = .50). Both models included random intercepts for each rater, which adjusted for the fact that this factor was nested within person. These models also included random intercepts for each composite image, which adjusted for the fact that each participant saw a random subset of potential stimuli (i.e., a random subset of all the individual representations in the stimulus pool; Judd, Westfall, & Kenny, 2012). Because these models covaried out the random effects of both raters and stimuli, they were very highly powered by conventional standards. Indeed, this study design and modeling strategy gave us 80% power to detect main effects as small as $\beta = 0.09$ for the MTurk image rating study (which had 397 raters) and as small as $\beta = 0.038$ for the Qualtrics sample image rating study (which had 820 raters). To put this into context, these effects are small enough to account for as little as 8.9% and 2.3% of the variance in rated dehumanization, respectively.\(^{10}\)

Results from the individual-level image rating studies corroborate those of the group image rating study described in the preceding text. Specifically, we found that on average, individual representations of Arabs were rated as more dehumanizing than individual representations of Americans (MTurk sample: $\beta = 0.38$, 95% CI [0.24, 0.51], $F[1, 105] = 30.27, p < .001$; Qualtrics sample: $\beta = 0.32$, 95% CI [0.26, 0.38], $F[1, 326] = 119.03, p < .001$). Moreover, this effect held when we controlled for the fact that Arabs were represented more negatively than Americans (in the case of the MTurk sample: $\beta = 0.16$, 95% CI [0.11, 0.22], $F[1, 95] = 30.33, p < .001$) and when we controlled for represented negativity and raters’ anti-Arab prejudice and dehumanization (in the case of the Qualtrics sample: $\beta = 0.11$, 95% CI [0.09, 0.14], $F[1, 312] = 65.89, p < .001$). These analyses suggest that dehumanization is detectable in the mental representations of individuals as well as in the mental representations of groups of people, and they likewise suggest that dehumanization in the mind’s eye is not reducible to “mere” prejudice (on the part of the generators) or anti-Arab biases on the part of image raters.

Discussion

Our results consistently reveal that a low-status target group often subject to explicit blatant dehumanization is also mentally represented in blatantly dehumanizing ways: (non-Arab) generators’ mental representations of “Arabs” were rated not only as looking more negative than their representations of “Americans” (the control group), but specifically as looking more dehumanizing. Importantly, we confirmed this research finding using ratings of composite images—proxies for mental representations (Dotsch & Todorov, 2012)—that were aggregated across groups of generators as well as at the level of individual generators. Moreover, because controlled for raters’ own anti-Arab biases (i.e., their prejudice and dehumanization), we can be more confident that any dehumanization that we observed is actually attributable to generators’ representations rather than to biases that raters might impute onto those representations.

Our results are also noteworthy in providing new evidence for the stability and reliability of the composite images generated using the reverse-correlation technique. Our data revealed that there was no statistically distinguishable difference in the ratings of the group images obtained from the MTurk versus Qualtrics samples of generators—this despite the fact that the Qualtrics sample had roughly three times as many generators than the MTurk sample and differed demographically. This observation suggests that (1) group composite images using the reverse-correlation procedure can be quite reliable and (2) 50 generators per image may suffice for obtaining a reasonably stable estimate of a group-aggregated mental representation.

\(^{10}\) Variance-explained metrics (for these and all subsequent multilevel models) were computed by generating $R^2$ values for the referenced betas (for more on this technique, see Edwards, Muller, Wolfinger, Qaqish, & Schabenberger, 2008; see also Page-Gould, Sharples, & Song, 2019).
Dehumanization in the Representations of “Low” Versus “High” Explicit Dehumanizers

Results thus far highlight the utility of using the reverse-correlation technique for capturing blatant dehumanization in a more indirect, arguably more implicit manner. Indeed, results confirm that Arabs are mentally represented in blatantly dehumanizing ways. Next, we sought to examine how our unobtrusive measure of dehumanization relates to more explicit (i.e., self-reported) forms of blatant dehumanization: Do individuals higher on explicit blatant dehumanization of Arabs hold more blatantly dehumanizing mental representations of Arabs, too? And if so, to what extent? Are blatantly dehumanizing representations of Arabs restricted to those who explicitly dehumanize them, or do they extend even to those who report low explicit dehumanization? We again assessed these questions using ratings of both group- and individual-level mental representations. As noted previously, there is a variety of advantages that come with each of group-level moderation analyses and individual-level moderation analyses. We therefore report both to test our hypotheses as rigorously as possible.

Results From Group Image Rating Studies

To examine the question of whether generators’ explicit blatant dehumanization moderates how dehumanizing their mental representations of Arabs appear, we conducted two rating studies (see Table S1 in the online supplemental material). In these studies, a total of 395 raters viewed four group-aggregated composite images in a 2 (target: Arab, American) × 2 (generator explicit dehumanization: low, high) × 2 (dehumanization measure type: trait, ascent) design with repeated measures on the first two factors. To create composite images—reflecting mental representations—from those “low” and “high” in explicit blatant dehumanization, we aggregated across generators who were below versus above the median on self-reported dehumanization (for the MTurk sample), or across generators who were in the bottom versus top quartile on self-reported dehumanization (for the Qualtrics sample). The third between-subjects factor—measure type—refers to whether raters saw mental representations that were aggregated by generators’ dehumanization levels on the trait measure of explicit blatant dehumanization, or on the ascent measure of explicit blatant dehumanization. Because this third factor is not theoretically interesting and does not influence our conclusions, we do not discuss it further (but see the online supplemental material for a full discussion). Of note, generators in the “high” dehumanization groups self-reported substantially greater dehumanization of Arabs (vs. Americans) than did generators in the “low” dehumanization groups (all βs ≥ 1.51, all ps < .001). For an illustration of what group-level mental representations look like as a function of generators’ levels of ascent and trait dehumanization of Arabs, respectively, see Figure 4.

To analyze ratings from these studies, we constructed two multilevel models, one for each rating study. In these models we regressed ratings of how dehumanizing mental representations appeared onto contrast codes representing the full 2 × 2 × 2 mixed factorial design, as well as onto the mean-centered covariates referenced in the preceding text (i.e., ratings of how favorably Arabs and Americans were mentally represented; raters’ own anti-Arab prejudice and dehumanization). These models also included random intercepts for each rater, which adjust for the fact that ratings of representations were nested within person. This experimental design and modeling strategy gave us 80% power to detect main effects as small as β = 0.15, and interaction effects between image target (Arab, American) and generator explicit dehumanization level (low vs. high) as small as β = 0.20.

Subjecting ratings of how dehumanized the mental representations appeared to the analysis described in the preceding text yielded, as before, a main effect of target. Mental representations of Arabs were rated as more dehumanizing than mental representations of Americans (MTurk sample: β = 0.47, 95% CI [0.38, 0.57], F[1, 669] = 89.32, p < .001; Qualtrics sample: β = 0.50, 95% CI [0.41, 0.60], F[1, 692] = 104.63, p < .001). Notably, this effect was not moderated by whether generators were high versus low in self-reported dehumanization in the MTurk sample (interaction β = 0.04, p = .55). Thus, in the MTurk sample both generators high and low in self-reported dehumanization had mental representations that were highly dehumanizing (“high” dehumanizers: β = 0.49, 95% CI [0.37, 0.61], F[1, 641] = 66.44, p < .001; “low” dehumanizers: β = 0.45, 95% CI [0.34, 0.57], F[1, 639] = 57.64, p < .001) and similarly so.

In the Qualtrics sample, we found that generators’ self-reported dehumanization levels (i.e., “low” vs. “high”) significantly but weakly moderated the extent to which mental representations of Arabs were rated as dehumanizing (β = 0.13), F(1, 588) = 3.99, p = .046, R² = .01. In this sample, representations of Arabs (vs. Americans) were rated as dehumanized to a greater degree when generated by “high” dehumanizers (β = 0.57, 95% CI [0.45, 0.69]), than by “low” dehumanizers (β = 0.37, 95% CI [0.28, 0.45]), F(1, 692) = 104.63, p < .001. This result was consistent across both the MTurk (β = 0.47, 95% CI [0.38, 0.57]) and Qualtrics (β = 0.50, 95% CI [0.41, 0.60]) samples.

12 Throughout the remainder of this article, we continue to control for how favorably Arabs versus Americans were represented and, where possible, for the extent to which raters themselves are prejudiced against and dehumanize Arabs (vs. Americans). All conclusions hold regardless of whether these covariates are included.
0.69), $F(1, 590) = 88.42, p < .001$, as compared with when generated by “low” dehumanizers ($\beta = 0.43$, 95% CI [0.32, 0.55]), $F(1, 655) = 55.52, p < .001$. Thus, there was at least some evidence that the effect was stronger among generators who were “high” in explicit dehumanization, but importantly, both “low” and “high” explicit dehumanizers mentally represented Arabs as substantially more dehumanized than Americans.13

**Results From Individual Image Rating Studies**

We next examined whether these conclusions held among ratings of individual-level composite images (that is, images that reflect individual generators’ mental representations). To analyze ratings of individual representations, we constructed two multi-level models, one for each of two rating studies (see Table S1 in the online supplemental material). In these models we regressed ratings of how dehumanizing the mental representations appeared onto (1) within-person contrasts representing whether representations were of Arabs versus Americans; (2) generators’ levels of explicit dehumanization ($\beta$ standardized at the level of generators); and (3) a contrast representing the cross-level interaction between these two variables. In addition, these models controlled for ratings of how favorable the mental representations appeared (in the case of the MTurk image rating study), as well as for raters’ anti-Arab biases (in the case of the Qualtrics image rating study). As before, these models included random intercepts for each rater as well as random intercepts for each mental representation (i.e., stimulus image). Again, because these models controlled for the random effects of raters and stimuli, they were very highly powered by conventional standards. These models had 80% power to detect interactions between target (Arab vs. American) and generators’ dehumanization level as small as $\beta = 0.10$, in the case of the MTurk sample rating study (which had 397 raters), and as small as $\beta = 0.04$, in the case of the Qualtrics sample rating study (which had 820 raters). For reference, this means we had 80% power to detect interactions that account for as little as 9.2% and 2.5% of the variance in rated dehumanization, respectively.

In the MTurk sample, we again found no evidence of significant moderation: the extent to which individual mental representations of Arabs were rated as more dehumanizing than those of Americans did not significantly vary as a function of generators’ explicit dehumanization levels (interaction $\beta = -0.02, p = .63$). The same was true of the Qualtrics sample. In that sample, how dehumanizing Arab (vs. American) representations were rated also did not vary as a function of generators’ explicit dehumanization levels: interaction $\beta = 0.03$, $F(1, 322) = 3.42, p = .066, R^2 = .01$. However, it is worth noting that although nonsignificant, this latter interaction effect did trend in the same direction as what we found in the group-rating analyses described in the preceding text. Specifically, mental representations of Arabs (vs. Americans) were rated—directionally, albeit not significantly—as more dehumanizing when generated by those who were high (+1 SD) in explicit dehumanization ($\beta = 0.14$, 95% CI [0.10, 0.18]), $F(1, 322) = 50.57, p < .001$, than when generated by those who were low (−1 SD) in explicit dehumanization ($\beta = 0.09$, 95% CI [0.05, 0.13]), $F(1, 313) = 20.29, p < .001$. Still, generators’ explicit dehumanization levels did not moderate the magnitude of this effect to a significant degree—suggesting that low versus high explicit dehumanizers have mental representations of Arabs that are both heavily dehumanized, and more similar than they are different.

**Discussion**

Our analyses suggest that the tendency to mentally represent Arabs in dehumanizing ways may indeed be slightly greater among people who self-report greater levels of explicit dehumanization of Arabs. On the one hand, this helps provide some evidence of convergent validity, insofar as it suggests a link between explicit dehumanization and the tendency to mentally represent a group of people in blatantly dehumanizing ways. On the other hand, our analyses suggest that these two forces are by no means redundant; even those who explicitly dehumanize Arabs the least harbor mental representations of Arabs that are significantly more dehumanizing than their mental representations of Americans. In fact, the representations of those who strongly dehumanize Arabs on explicit measures are remarkably similar to the representations of those who weakly dehumanize Arabs on explicit measures. In more cases than not, differences between the mental representations of low versus high explicit dehumanizers were nonsignificant, even under the scrutiny of highly powered statistical testing. This suggests that relying on explicit measures of blatant dehumanization alone may lead researchers to underestimate the degree to which a population dehumanizes a target group.

**Dehumanization in the Mental Representations of Liberals Versus Conservatives**

We next turned to consider the question of whether dehumanization in one’s mental representations varies across the political spectrum. There is evidence suggesting that, at the explicit level, political liberals report less blatantly dehumanizing views of low-status groups than do political conservatives (e.g., Esses, Veenholt, Hodson, & Milic, 2008; Hodson & Costello, 2007; Kteily et al., 2015; Maoz & McAuley, 2008). But would any clear distinction remain when looking more unobtrusively at individuals’ mental representations? Examining the extent to which dehumanizing mental representations vary across the political spectrum matters, even beyond examining moderation as a function of individuals’ own explicitly dehumanizing attitudes—if people incorrectly consider blatant dehumanization of low-status groups to be largely the province of those on the political right, it would substantially (and artificially) limit our sense of the scope of the problem.

On the one hand, there is reason to believe that political liberals would have mental representations of Arabs that are less dehumanized than those of political conservatives, matching their more humanizing self-reports. For example, liberals tend to express less prejudice against low-status groups than do conservatives, even on implicit measures. On the implicit association test, for instance, 13 Of note, we did not preregister the prediction that we would find significantly stronger dehumanization in the mental representations of “high” versus “low” explicit dehumanizers. Because we found no evidence of this pattern in the MTurk sample, we expected the same would be true of the Qualtrics sample. At the same time, this finding is broadly consistent with previous literature, which suggests that self-reported constructs can moderate the nature of mental representations captured using the reverse-correlation task (e.g., those higher on hostile sexism have more masculine-looking mental representations of feminists; Gundersen & Kunst, 2019).
people who are extremely liberal have reliably lower D-score (when it comes to evaluative implicit association tests assessing biases against low-status groups) than people who are extremely conservative (though notably, this gap is smaller than the difference at the explicit level; Nosek et al., 2009). On the other hand, our findings in the previous section suggest that even individuals who self-report lower levels of explicit blatant dehumanization can have overtly dehumanizing mental representations that are highly comparable to those among individuals who self-report high levels. If explicit beliefs do little to moderate one’s mental representations, then as a group, liberals may harbor representations of Arabs that are as dehumanizing as those of conservatives.

Results From Group Image Rating Studies

To examine the question of whether generators’ political orientation moderates how dehumanizing their mental representations of Arabs appear, we conducted two rating studies (see Table S1 in the online supplemental material). In these studies, a total of 584 raters viewed four group composite images (that is, group representations) in a 2 (target: Arab, American) × 2 (generator ideology: left vs. right wing) × 3 (ideology measure: one-item liberalism-conservatism, SDO, RWA) design with repeated measures on the first two factors. To create representations for “left-wing” versus “right-wing” generators, we aggregated across generators who were below versus above the median on our political ideology measures (in the case of the MTurk sample) or in the bottom versus top quartile (in the case of the Qualtrics sample). The third between-subjects factor—ideology measure—refers to whether raters saw mental representations that were grouped by generators’ political orientation levels on the one-item measure of political ideology (which spanned from 0 = extremely liberal to 10 = extremely conservative), on the SDO measure of political ideology, or on the RWA measure of political ideology. Of note, generators in the right-wing groups self-reported substantially more right-leaning attitudes than those in the left-wing groups across all of our measures of political ideology (all βs ≥ 1.67, all ps < .001). In addition, and consistent with past research, generators in the right-wing groups reported substantially greater explicit dehumanization of Arabs (vs. Americans) than those in the left-wing groups (all βs ≥ 0.44, all ps < .001). Indeed, generators who were grouped as left-wing explicitly dehumanized Arabs only to a very small degree, if at all (see online supplemental material for specifics). For an illustration of what group-level mental representations look like as a function of whether they were created by generators who were politically left- versus right-wing, respectively, see Figure 5.

To analyze ratings from these studies, we constructed two multilevel models, one for each rating study (see Table S1 in the online supplemental material). In these models we regressed ratings of how dehumanizing the group representations appeared onto contrast codes representing the full 2 × 2 × 3 mixed factorial design, as well as onto the mean-centered covariates described previously (how favorable the people in the mental representations appeared, in the case of the MTurk sample rating study; favorability as well as raters’ anti-Arab biases, in the case of the Panels sample rating study). These models included random intercepts for each rater, which adjusted for the fact that ratings of mental representations were nested within person. This analytic strategy gave the studies 80% power to detect main effects as small as β = 0.12, and 80% power to detect interactions between target (Arab vs. American) and generator ideology (left-wing vs. right-wing) as small as β = 0.17.

Subjecting ratings of mental representations to this analysis replicated the main effect of the target that we observed previously. Mental representations of Arabs were rated as more dehumanizing than mental representations of Americans (MTurk sample: β = 0.40, 95% CI [0.32, 0.48], F(1, 1011) = 105.25, p < .001; Qualtrics sample: β = 0.39, 95% CI [0.31, 0.47], F(1, 980) = 90.08, p < .001). In the MTurk sample, this effect was not moderated by whether generators were left-wing versus right-wing (interaction β = −0.03, p = .57). In the Qualtrics sample, the results looked much the same. That is, the tendency for representations of Arabs to be rated as more dehumanizing than representations of Americans did not depend on the political ideology of those who generated them (interaction β = 0.09, p = .11; see Figure 6). Moreover, these effects were not qualified by which ideology measure we used when grouping generators as left-versus right-wing (all three-way interaction ps ≥ .09; but see the online supplemental material for more information on this nonsignificant three-way interaction).

Results From Individual Image Rating Studies

To analyze ratings of individual composite images (see Table S1 in the online supplemental material), we constructed multilevel models in which we regressed ratings of how dehumanizing individual representations appeared onto (1) within-person contrasts representing whether representations were of Arabs versus Americans; (2) generators’ political ideology levels (generator RWA, SDO, or liberalism-conservatism level, depending on the model; always z standardized at the level of generators); and (3) a contrast representing the cross-level interaction between these two factors. In addition, these models controlled for ratings of how favorably individual mental representations appeared (in the case of the MTurk sample image rating study) and for raters’ anti-Arab prejudice and dehumanization (in the case of the Qualtrics sample image rating study). As before, these models included random intercepts for each rater as well as random intercepts for each mental representation (that is, each individual composite image). These models had 80% power to detect interactions between target (Arab vs. American) and generators’ ideology level as small as β = 0.10 in the case of the MTurk sample image rating study (which had 397 raters) and as small as β = 0.04 in the case of the Qualtrics sample image rating study (which had 820 raters). Again, this means we had 80% power to detect interactions that account for as little as 9.2% and 2.5% of the variance in rated dehumanization, respectively.

When looking at ratings of individual representations from the MTurk sample, the tendency for representations of Arabs to be rated as more dehumanizing than representations of Americans was not moderated by generators’ levels of RWA (interaction β = 0.02, p = .59) or SDO (interaction β = 0.02, p = .54). However, it was significantly (albeit modestly) moderated by where generators placed themselves on the 1-item liberalism-conservatism...
measure (interaction $\beta = 0.07, 95\% \text{ CI} [0.01, 0.13], F(1, 93) = 4.47, p = .037, R^2 = .05$). Here, generators who were a standard deviation more conservative than the mean mentally represented Arabs (vs. Americans) in ways that were more dehumanizing ($\beta = 0.23, 95\% \text{ CI} [0.14, 0.31]), F(1, 90) = 25.42, p < .001$, than generators who were a standard deviation more liberal than the mean ($\beta = 0.09, 95\% \text{ CI} [-0.00, 0.18]), F(1, 91) = 3.65, p = .059$. However, this finding did not replicate in the larger (and more representative) Qualtrics sample study. Here, generators’ political ideology did not moderate the extent to which their mental representations of Arabs were rated as more dehumanizing than their mental representations of Americans—and this was true regardless of how political ideology was operationalized (see Figure 7). That is, in the Qualtrics sample study we found no evidence that the tendency to mentally represent Arabs (vs. Americans) in dehumanizing ways was moderated by generators’ levels of RWA (interaction $β < 0.01, p = .76$), SDO (interaction $β < 0.01, p = .89$), or self-placement on the 1-item measure of liberalism versus conservatism (interaction $β < 0.01, p = .72$). Moreover, follow-up equivalence tests suggested that all three of these interaction betas were significantly closer to zero than they were to the smallest interaction betas we had 80% power to detect (all equivalence test $p s ≤ .007$). This suggests that in the Qualtrics sample study, generators’ political ideology had virtually zero impact on how much they mentally represented Arab (vs. American) targets in dehumanizing ways.

**Discussion**

In sum, we found little evidence that generators’ political ideology influenced how dehumanizing their mental representations of Arabs (vs. Americans) appeared. Instead, our results suggested that, despite liberals standing apart from conservatives in eschewing explicit blatant dehumanization of Arabs, both liberals and conservatives harbor mental representations of Arabs that are similarly blatantly dehumanized (as assessed using the unobtrusive reverse correlation method). Importantly, in the present studies, the absence of evidence for moderation cannot readily be explained by low statistical power to observe interaction effects. Indeed, our most highly powered tests of moderation revealed that our observed interaction betas were significantly closer to zero than they were to interaction betas as small as 0.04 and −0.04, respectively—that is, interaction betas that are small enough to account for just 2.5% of the variance in dehumanization ratings.

These findings are noteworthy for at least two related reasons. First, they extend existing work on liberals and conservatives’ self-reported versus indirectly assessed perceptions of low-status groups, which tends to focus on attitudes; here, we consider ideological differences using more versus less obtrusive measurement in intergroup perceptions that are specifically dehumanizing and that are not reducible to mere valence (see also Bruneau et al., 2018). Second, our findings differ from previous work which suggests that, despite a smaller gap at the implicit level, liberals evince less bias than conservatives on both self-report and more indirect measures (e.g., Nosek et al., 2009). Here, in contrast, we find that despite clear ideological differences on explicit blatant dehumanization, the tendency to mentally represent Arabs in blatantly dehumanizing ways is just as prevalent in the minds of liberals as it is in the minds of conservatives. Importantly, this suggests that blatant dehumanization of low-status groups may—at least when it comes to dehumanizing mental representations—apply much more broadly than previously assumed.

**Do Generators Have Insight Into How Dehumanizing Their Mental Representations Are?**

The preceding analyses suggest that blatantly dehumanizing representations of Arabs can be just as prevalent among individuals exhibiting low levels of explicit dehumanization (e.g., liberals) as among individuals exhibiting high levels of explicit dehumanization (e.g., conservatives). This raises an important question: Are individuals who self-report low levels of blatant dehumanization aware that they harbor such dehumanizing mental representations? In a final set of exploratory analyses, we begin to consider whether generators have insight into the degree of dehumanization in their minds’ eyes. On the one hand, generators who exhibit low levels of explicit dehumanization may be unaware of just how

---

15 Equivalence tests were conducted by performing two one-sided $t$ tests of our observed interaction effects against interaction betas of 0.04 and −0.04 (the least non-zero interactions we were well-powered to detect; see Lakens, 2017).
dehumanizing their own mental representations of Arabs are and may be horrified to learn of it. On the other hand, it is conceivable that generators who exhibit low levels of explicit dehumanization have at least some awareness of how dehumanized the representations they harbor are—dehumanization that they effort-

fully control or perhaps intentionally underreport because of social desirability concerns (Gawronski & De Houwer, 2014). This matters—if people who explicitly reject dehumanization are unaware that they harbor highly dehumanizing mental representations, then making them aware might motivate them to grapple with that dehumanization (e.g., see Monteith & Mark, 2005, for analogous reasoning). If, on the other hand, they are fully aware, more work would be needed to determine whether their lack of self-reported blatant dehumanization reflects “honest” efforts to control negative explicit attitudes or a mere self-presentation strategy to conceal dehumanization that is internally endorsed (two possibilities that would have differing implications for the perni-

ciousness of blatant dehumanization in society).

Exploratory Measures of Generator Insight

As mentioned previously, generators in the Qualtrics sample completed exploratory measures that generators in the MTurk sample did not (for details, visit the Open Science Framework [OSF] link provided in the author note). Among these measures were two indices that allow us to (tentatively) explore the extent to which generators might have insight into how dehumanizing their mental representations are. We call these measures the image-

selection and percentile measures of insight, respectively.

Image-selection measure of insight. To determine whether generators are aware of the dehumanization in their minds’ eyes, we included an exploratory measure in the Qualtrics sample study that we call the image-selection measure. This measure was ac-

companied by the following instructions:

We are going to create an image morph of all the faces you chose during the task from earlier (a morph of all the faces you thought looked Arab [American]). When we do, which of the following images do you think your morph will most closely resemble? Please try and be as accurate as possible.

To incentivize accuracy (and, thereby, honest responding), generators were further told that the most accurate respondent would be given a $25.00 gift card to Amazon.com. Below these instruc-

tions, generators each saw five images (see Figure 8). These images were all actual individual-level composite images of “Ar-

bors” or “Americans,” respectively, that had been obtained from the MTurk sample of generators. They spanned from the least dehu-
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Figure 6. Z standardized ratings of how dehumanizing mental representations appear, on average, as a function of who is being mentally represented (Arabs, Americans) and whether the people harboring the representations are left-wing versus right-wing. Data from the Amazon Mechanical Turk sample are depicted on the left; data from the Qualtrics research panel sample are depicted on the right. Error bars represent 95% confidence intervals.
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Figure 7. Z standardized ratings of how dehumanizing representations appear as a function of whether the people who generated them were a standard deviation more liberal or more conservative than the sample mean on each of three measures of political ideology (one-item liberalism–conservatism, SDO, and RWA). Each dot represents the averaged dehumanization rating of an individual representation from the Qualtrics sample. Diamonds represent marginal condition means, which are encompassed by 95% confidence intervals.
manizing mental representation in that sample (on the left) to the most dehumanizing mental representation in the sample (on the right), identified on the basis of image ratings (see Table S1 in the online supplemental material); the three middle images were, in order, mental representations that were at the 25th, 50th, and 75th percentile on rated dehumanization. We tested insight by examining whether individuals who predicted that they would have a less (vs. more) dehumanized mental representations on the image-selection measure actually had less dehumanized mental representations.

Percentile measure of insight. We also examined generators’ levels of insight by including an exploratory measure that we call the percentile measure, which was always asked directly after the image-selection measure. This measure was accompanied by the following instructions:

What percentage of adults living in the United States do you think has a more negative mental image of Arabs [Americans] than you do? Note that higher numbers mean you think more U.S. adults have more negative mental images than you.

Again, to incentivize accuracy, generators were told that the person who was most accurate at guessing their percentile (that is, their actual standing relative to other generators in the Qualtrics sample) would receive a $25.00 gift card to Amazon.com. Generators provided their answers on a 100-point sliding scale from 0 to 100, with 100 corresponding to the belief that 100% of U.S. adults have a more negative mental image than generators. To turn this measure into a percentile projection, we reverse-scored generators’ answers. For example, a generator who thought that only 20% of U.S. adults would have a more negative mental representation was considered to have placed themselves at the 80th percentile on mental representation negativity. We tested insight by considering whether those who anticipated being at a lower (vs. higher) percentile on mental representation negativity actually had mental representations that were rated as less dehumanized.

Exploratory Findings Related to Insight

If generators have introspective access into the degree of dehumanization in their own mental representations, then those who anticipate greater (vs. lower) levels of dehumanization on these exploratory measures should have generated representations of their own that were rated by others as more (vs. less) dehumanizing. In order to examine whether this was indeed the case (and whether insight differed among individuals among higher vs. lower explicit dehumanizers), we regressed ratings of how dehumanized individual representations appeared onto (1) generators’ anticipated dehumanization levels (either on the image-selection measure or the percentile measure, depending on the model; always z-standardized at the level of the generators); (2) generators explicit beliefs (e.g., their self-reported levels of blatant dehumanization, or their self-reported levels of SDO; always z standardized at the level of generators); and onto (3) interactions between these two variables. As in previous models, we included the same covariates that we have been using across all rating studies (that is, how favorably individual representations were rated, as well as raters’ own anti-Arab prejudice and dehumanization levels). These models included random intercepts for each rater as well as random intercepts for each mental representation (that is, each individual composite image that was rated). According to Monte Carlo simulations, these models were powerful enough (i.e., >80% powered) to detect standardized relationships between generators’ anticipated and actual levels of dehumanization (in their mental representations) as small as $\beta = 0.03$.

When we subjected image ratings to the analysis described in the preceding text, we found a weak association between anticipated and actual levels of dehumanization in the mind’s eye. Specifically, generators who selected a more dehumanizing representation on the image-selection measure did indeed tend to harbor more dehumanizing mental representations, but only to a very small degree ($\beta = 0.02$, 95% CI [0.01, 0.04]), $F(1, 322) = 9.97$. 

Figure 8. Arrays of images that were shown to generators in the Qualtrics sample to assess their anticipated levels of represented dehumanization. All images were individual-level composites that were generated from MTurk participants’ reverse-correlation responses. Those on the top are individual images of “Arabs”; those on the bottom are individual images of “Americans.” Images span from least (left) to most (right) dehumanized, according to independent ratings.
Thus far, we have considered whether participants’ expectations of the degree to which their mental representations are dehumanized match the levels of dehumanization that actually appear in their mental representations. In a final set of analyses, we looked instead at whether generators’ explicit beliefs predicted these expectations in the first place—that is, how dehumanizing did individuals expect their mental representations of Arabs to be? Did generators who expressed less (vs. more) explicit dehumanization—or who were more left (vs. right)-leaning—anticipate having less (vs. more) dehumanizing representations of Arabs? On the image-selection measure, the answer appears to be ‘yes.’ That is, those who were lower in blatant dehumanization and who were more left-wing did generally tend to anticipate having less dehumanizing representations of Arabs than those of generators who anticipated percentiles, albeit to slightly differing degrees (e.g., liberals) are aware of the degree to which their mental representations of Arabs are more dehumanizing than would be suggested by the humanity attributions they explicitly report.

Discussion

The analyses described in this section are exploratory (and therefore tentative), but they provide initial leverage on the question of whether people who self-report low levels of explicit dehumanization (e.g., liberals) are aware of the degree to which they harbor dehumanizing representations of Arabs. Of note, however, the results on the percentile measure offered additional perspective. On this measure, we found that those who were lower in explicit blatant dehumanization or who were more left-leaning predicted that they would have mental representations of Arabs that were no less negative than those predicted by those higher in explicit blatant dehumanization or more right-leaning (β_{blatant} = −0.04, p = .55; β_{SDO} = 0.06, p = .38; β_{SDO} = 0.08, p = .28; β_{RWA} = 0.01, p = .85). Although tentative, these latter findings suggest that generators who report low levels of blatant dehumanization may be aware—at least to some degree—that their mental representations of Arabs are more dehumanizing than would be suggested by the humanity attributions they explicitly report.

16 These analyses collapse across generators in both the American and Arab conditions; all conclusions hold if we focus our analyses only on generators who were in the Arab condition.

17 Decomposing these latter two interaction effects—which were not significant but were close the cutoff for statistical significance—does not change our overall conclusions. Instead, doing so reveals that both liberals’ and conservatives’ actual percentiles were uncorrelated with their anticipated percentiles, albeit to slightly differing degrees (e.g., −1 SD on RWA: β = −0.07, 95% CI [−0.21, 0.07], F(1, 332) = 0.99, p = .32; +1 SD on RWA: β = 0.12, 95% CI [−0.03, 0.28], F(1, 332) = 2.42, p = .12).

18 Of note, these analyses do not imply that individuals have no idea what Arabs look like in their minds’ eyes. That is, when completing the reverse correlation task, participants are presumably calling upon their mental representation of what Arabs look like, and it is because this mental representation is not random that the composite image that emerges looks Arab-like. Rather, our analyses more specifically suggest that participants have relatively little insight into the degree to which their mental representation of Arabs is specifically dehumanizing.
their mental representations of Arabs are dehumanizing. At the broadest level, these analyses do not provide strong evidence that generators can accurately infer the levels of dehumanization in their own mental representations. Generators who anticipated harboring less dehumanizing mental representations did not consistently generate mental representations of their own that were, in line with their guesses, less dehumanizing. Finally, there was some—albeit mixed—evidence that those who explicitly rejected dehumanization of Arabs anticipated that they would be less likely to harbor dehumanizing mental representations of Arabs, even though most of the evidence we report in our article suggests that they actually had mental representations that were about as dehumanizing as those higher on explicit dehumanization. In short, and despite the need to investigate this further in future research, the totality of the evidence reported in this section provides little support for the idea that those who reject explicit dehumanization are aware of the high levels of dehumanization that we observe in their mental representations.

**General Discussion**

The present article validates the use of reverse-correlation image classification for indexing blatant dehumanization, and it suggests that this task can be used to capture dehumanization even in the minds of those who outwardly reject it. Moreover, this article finds that dehumanization in one’s mental representations is not reducible to (1) a general tendency for outgroup members to be represented less favorably than ingroup members (ratners et al., 2014) or to (2) a tendency for raters to project their own views (prejudices, dehumanization) onto the representations they rate. Further, this article reports that dehumanization in the mind’s eye is not redundant with explicit dehumanization. Although the two may be related to each other in theoretically reasonable ways, much variance in how dehumanizing one’s mental representations are is left unexplained by where one falls on self-reported dehumanization measures. Finally, this article suggests that those who are politically liberal not only harbor more blatant dehumanization of an outgroup (here, Arabs) than they are willing to self-report, but that they may harbor as much blatant dehumanization—at least in terms of their mental representations—as those who are politically conservative. This pattern of findings is notable given that blatant dehumanization of low-status groups is often considered largely the domain of the political right (e.g., Jackson & Gaertner, 2010; Kteily & Bruneau, 2017b). Moreover, this finding stands out given that, as noted previously, previous research examining prejudice (e.g., anti-Black prejudice) consistently finds that liberals and conservatives tend to differ in their levels of outgroup bias, even on more indirect and implicit measures (Nosek et al., 2009).

We concluded with exploratory findings that relate to an important theoretical question—the question of whether people who self-report low levels of blatant dehumanization (e.g., liberals) are aware of how dehumanizing the mental representations they harbor are. Generally speaking, these analyses revealed that generators have a hard time anticipating how dehumanizing their own mental representations will appear, and that generators who self-report lower levels of blatant dehumanization tend to anticipate less dehumanization in their mental representations overall (though not always). These findings are aligned with the possibility that generators are unaware of how dehumanizing the images in their minds are, but these conclusions are tentative and are in need of more systematic confirmation (including a broader variety of measures of insight than we considered here). If it is the case, for example, that generators fail to realize just how dehumanizing their own mental representations can be, then informing egalitarian generators of the dehumanized mental representations in their minds could motivate them to grapple with and try and change the content of those representations (e.g., by purposefully exposing themselves to more humanizing portrayals of Arabs). Toward this end, future work should also seek to understand to what extent mental representations can be modified by top-down cognitive control efforts (see Bargh, 1994, for similar considerations in the automaticity literature). To the extent that we develop an understanding of these aspects of mental representations, we can perhaps find ways to change their content—and in turn, to reduce the prevalence and, perhaps, the consequences of intergroup dehumanization.

Indeed, a major implication of these findings is that blatant dehumanization may be more widespread than previously thought. If liberals and those who are “low” on explicit dehumanization nevertheless harbor clearly dehumanizing mental representations of Arabs, existing estimates of the dehumanization of marginalized groups (e.g., Kteily et al., 2015)—as striking as they are—may in fact underestimate the degree to which people consider members of these groups to be less than fully human. The perspective offered in this article expands the scope of blatant dehumanization from perceivers explicitly reporting dehumanizing views about another group to perceivers harboring representations of another group (whether at explicit or more implicit levels) that others readily identify as dehumanizing.

Still, determining the implications of dehumanization in mental representations requires further empirical attention. It remains unclear to what extent and under what circumstances dehumanizing mental representations have downstream consequences. To the extent that mental representations revealed by reverse-correlation procedures operate like implicit measures of intergroup impressions, it stands to reason that, like implicit measures, variation in mental representations may be predictive of variation in intergroup behavior (e.g., with more dehumanizing mental representations predicting greater hostility or aggression toward the relevant targets). That said, although there is good evidence for links between implicit attitudes and behavior, these links are not always as strong as researchers might expect (for a recent meta-analysis, see Kurdi et al., 2019), and their predictive utility often depends on a variety of factors. For example, some work suggests that the strength of the links depends on whether behavioral criteria and implicit measures are specified in similar ways (Bodenhausen & Petsko, in press). Other work suggests that implicit measures may be more predictive of behavior when looking at aggregated levels of bias (e.g., at the level of counties or states) rather than when looking at individual-level variation (Payne, Vuletic, & Lundberg, 2017). Thus, even if mental representations do, like other implicit attitudes, predict downstream behavior beyond explicit measures, fully explicating when and why this is the case is likely to require more work. Of note, some emerging evidence does point to the consequentiality of mental representations in predicting intergroup behavior. For example, the tendency to mentally represent God as a White man—which itself has been captured using reverse-correlation procedures (Jackson, Hester, & Gray, 2018)—is asso-
associated with perceiving White individuals as more fit for leadership positions than Black individuals (Roberts et al., 2020), even when researchers control for participants’ explicit levels of racism. Similarly, although outside the context of reverse correlation, Goff et al. (2014) found that beyond explicit anti-Black attitudes, the implicit mental association between African Americans and apes predicted overestimating the age of juvenile Black defendants and perceiving them as more culpable for their crimes. We await further research to address the important question of how and under what circumstances mental representations guide perceivers’ intergroup behavior.

Future work should also directly investigate why mental representations of Arabs versus Americans are relatively unmoderated by explicit beliefs, whereas representations of other groups, like ‘feminists’ or ‘the poor,’ are (Gundersen & Kunst, 2019; Lei & Bodenhausen, 2017). One possibility is that political liberals actively conceal explicitly dehumanizing beliefs they privately endorse about Arabs whereas they actually privately reject dehumanizing beliefs about groups like feminists or the poor. Another possibility is that liberal Americans’ lack of explicit dehumanization of Arabs is genuine, but—because they lack direct contact with Arabs—their mental representations of Arabs are based entirely on media depictions, which themselves are notoriously dehumanizing (Shaheen, 2003; see also Esses, Mediano, & Lawson, 2013). There is at least some evidence (all exploratory) from our Qualtrics sample of generators that is consistent with this possibility. For example, the median number of Arab friends that generators in our sample reported having was zero, making it plausible that many Americans’ impressions of Arabs are shaped by (potentially negative) outside sources. Moreover, we found evidence suggesting that generators who did have more positive intergroup contact with Arabs harbored less dehumanizing representations of Arabs relative to Americans (see the online supplemental material), suggesting that direct personal contact could help shape mental representations (and perhaps buffer against negative discourse). Still, these findings are only tentative, and they are well worth investigating more deeply in their own right.

Finally, future work should seek to identify what some of the boundary conditions of these findings might be. At the broadest level, it would be informative to know whether these findings are specific to intergroup dynamics in the United States (where Arab individuals tend to be heavily dehumanized), or whether they are instead representative of something broader about intergroup dehumanization. It is conceivable that the basic findings reported here reflect a broad psychological tendency for intergroup dehumanization to become internalized even by those who explicitly reject it. But this interpretation requires further empirical support, as our findings cannot (at this time) be generalized beyond U.S. samples. Another boundary condition worth examining concerns whether the findings reported here depend on which base face researchers use in the reverse-correlation procedure. Our reverse-correlation procedure included a European base face that is commonly used with this technique (even in assessments of how East Asian and North African individuals are mentally represented: Dotsch & Todorov, 2012; Dotsch, Wigboldus, Langner, & van Knippenberg, 2008; Lundqvist & Litton, 1998). Still, it is possible that the shape and form that mental representations take could have been different had we used a less Eurocentric base image than the one used here (although there is less reason to believe that this would affect differences in the representations of high vs. low explicit dehumanizers or right vs. left-leaning generators). Last, these findings speak to only one kind of dehumanization that can pervade people’s mental representations—that is, blatant, animalistic dehumanization. It would be informative for future researchers to examine whether these findings hold when the dependent variable concerns nonanimalistic (e.g., mechanistic) dehumanization, instead.

In summary, even though liberals and conservatives self-report different beliefs about dehumanized outgroups (here, Arabs), their mental representations of those outgroups can be virtually identical—and indeed, unmistakably dehumanized. Moreover, the level of dehumanization in one’s mental representations is not reducible—at least in our analysis—to obvious experimental confounds (like the fact that people tend to mentally represent outgroups more negatively than ingroups; Ratner et al., 2014). The implication of all this is that blatant dehumanization, which has been previously measured using self-reports alone, may be more widespread than previously thought. Still, the consequences of that dehumanization—how these representations shape human thought and behavior—are not well understood. Indeed, there is much work to be done with respect to understanding both the consequences and causes of harboring dehumanizing mental representations of outgroup members. We look forward to the development of further research on this point, and indeed, to a deeper understanding of blatant dehumanization more broadly.

Context of the Research

Our work to date has highlighted the prevalence and consequentiality of explicit forms of blatant dehumanization—the psychological tendency to overtly liken groups of people to nonhuman entities (Kteily & Bruneau, 2017b). That work suggested that a surprising proportion of individuals may willfully rate certain groups as being like ‘lower’ animals. But the majority of what we know about blatant dehumanization comes from studies that rely on self-report measures—measures that are notoriously subject to social desirability concerns (Gawronski & De Houwer, 2014). We also noticed across our research program that individuals on the political left were less likely to explicitly dehumanize low-status targets like Arabs than individuals on the political right. In combination, this made us curious whether we might find even broader evidence for blatant dehumanization—perhaps even among those on the political left—using less obtrusive measures. We relied here on the reverse-correlation image-classification procedure—an unobtrusive measure of blatant dehumanization which allows researchers to estimate participants’ mental representations of target groups (Dotsch & Todorov, 2012). We found that even those who explicitly disavow dehumanization of Arabs nevertheless harbor mental representations of them that are heavily dehumanized, approaching the levels of explicit dehumanizers. Our results suggest that blatant dehumanization of low-status target groups may be much more widespread than self-report measures would have us believe. They also pose several questions for future research: Just how aware are people of the degree of dehumanization in their mental representations? And how much do these mental representations shape downstream behavior?
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